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The spontaneous and stimulated emission spectral functions are calculated using a band model
consisting of the self-consistent densities of states calculated in a previous paper and an optical
model with an energy-dependent matrix element and no selection rule for the radiative recombi-

nations.

The energy dependence of the matrix element is that for a transition from a parobolic

conduction band to an acceptor level and should be a suitable one, because of a small conduc-
tion band tail and the occupancy of most of the holes in the vicinity of the acceptor ionization en-
ergy. General properties, such as the spontaneous emission band shape, the gain-current
relationship, and the temperature dependence of current required to maintain a given gain are
compared with those calculated without band tails and with band tails given by Kane’s model.
Considerable differences are found among various models and these are discussed. The cal-
culations on the temperature dependence of the threshold current and the current dependence

of the superradiance spectra are then applied to GaAs-diffused diodes with substrate doping

of 3x10!8 ¢m~3, taking into account the temperature dependence of the cavity loss and the non-

uniform acceptor distribution in the p layer.

Detailed comparison with experimental data is

made and good quantitative agreement is obtained in both cases, giving strong support to our

conclusions concerning the band-tail structure.

I. INTRODUCTION

In this paper, we use the self-consistent densities
of states calculated in paper I' to compute the sponta-
neous and stimulated absorption spectra. The band-
gap shrinkage, due to the effect of Coulomb and ex-
change interactions® and the energy dependence of
the matrix element, both of which were not consid-
ered in previous calculations, are taken into account
The calculated general properties of the spontaneous
and stimulated emission such as the spontaneous
emission band shape, the gain-current relationship,
and the temperature dependence of the excitation
required to maintain a given gain are compared with
those calculated from a parabolic and Kane's densi-
ties of states.? It is found that the different expres-
sions for the density of states yield considerably
different results for these properties. In order to
determine the electron distribution in the p layer
with nonuniform impurity distribution, we calculate
the electron diffusion constant and diffusion length
for a given compensation and injection level. The
above calculations are finally applied to diffused
diodes with substrate doping of 3x10' cm™., We
present and compare in great detail the calculated
and experimental results of the two most important
properties of a laser, i.e., the temperature depen-
dence of the threshold current and the spontaneous
emission spectra in the superradiance region. Good
quantitative agreement is found in both cases, thus
giving strong support to our conclusion on the densi-
ties of states in the active region as calculated in

paper 1.
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II. CALCULATION OF THE SPONTANEOUS AND
STIMULATED SPECTRAL FUNCTIONS

A. Optical Model for the Radiative Recombination

In an optically isotropic medium in which radia-
tive transitions take place between states in the con-
duction band and the states in the valence band, the
spontaneous rate of photon emission per unit volume
and per unit energy at photon energy hv, ygp,, (hv),
is given by®

¥ spon (hV): fB,pv ('E) [1 'fv (E)]

Xp,(hv—E,+E)f,(hv-E,+E)dE, (1)

where p, and p, are, respectively, the conduction
and valence band densities of states, f, and f, are
the Fermi functions for electrons in the conduction
and valence bands and B'is the recombination con-
stant (in cm®/sec) for an electron in the conduction
band recombining with a hole in the valence band.
In Eq. (1), E is measured positively upward from
the valence band edge. Assuming that the thermal-
ization times for electrons and hole are short com-
pared with their recombination lifetimes, two
quasi-Fermi levels Ey, for electrons and Ey, for
holes can be introduced. These are defined as
positive when measured into the conduction and
valence bands from the respective band edges (see
paper I for the definition of band edge). The Fermi
function for electrons in the valence band can then
be expressed as

f;,(E):(1+e(E+Ef")/kT )-1 , (22.)
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and for electrons in the conduction band,

fc (hV—Eg+E) - ( 1+e (hv + E~Eg —Efe)/kT)-l , (Zb)

where T is the absolute temperature and % is Boltz-
mann's constant.

The absorption coefficient a(kv) is related to
Yepon (A7) and the difference between the electron and
hole quasi-Fermi levels AE; as follows®:

o (hl/) = chzﬁan_z (h'V)-z'Yspon (hV)e (hv-AEf)/kT-l ,
(3)

where
AEf=Efe +Eg +th 5 (4)

n=3.6 is the refractive index at 2v, and c is the
velocity of light. We see that when v < AE;, « is
negative and an amplification of light results. Ac-
cordingly, we shall define the maximum of the neg-
ative a (%v) as the gain g. The threshold condition
for stimulated emission is then given by g = oy,
where ¢y is the total cavity loss.

In order to calcluate yg,, (2v) and hence a (hv),
we need to know the recombination constant B’. Re-
ferring to Fig. 3 of paper I we see that the conduc-
tion band tail is negligibly small and that the va-
lence band tail spreads in the vicinity of an energy
E, very close to a shallow acceptor ionization ener-
gy in GaAs. In most cases, and particularly at
higher temperatures, Ey, is located in the valence
band tail (see Fig. 4 of paper I) and E;, is located
in the parabolic portion of the conduction band. We
shall therefore assume that a transition from a
conduction band to the valence band can be approxi-
mated by the case in which the transition is from
the parabolic conduction band to the shallow accep-
tor state with ionization energy E,. Dumke* has
derived the matrix element for this case from which
B’ can be written as

B'=B[1+(a*k)?]™", (5)

where B =7.5x107'° cm3/sec (corresponding to
E, =34 meV)*? is the recombination constant used
in all the previous no-selection-rule calcula-
tions, 2'%'%:¢ g% = 7%/ (m*e?) is the acceptor orbit
radius, m*=2e%M%E,/e*, k= (2m¥E,/W?)"?, and E;
is measured from the point where p,=0. This point
is hard to define since the conduction band tail de-
creases indefinitely with energy. In the present
case, however, the conduction-band-tail density
of states decreases rapidly into the gap and p, re-
duces to a value smaller than 10'* cm™eV™ within
E? below the band edge, where E; is the amount of
band-edge shift due to Coulomb interaction.! We
shall thus set E,=E’+ (hv- E,+E), where E is mea-
sured from the valence band edge.

Combining Egs. (1) and (5), we see that the
recombination rate is smaller for electrons occupy-
ing states with energy greater than E;> (m*/m) E,.
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All the previous calculations®3:%'8 neglected this
effect and may therefore overestimate the total re-
combination rate at higher temperatures due to the
increase in population at high values of E,. Other
than this, the use of Eq. (5) for B'is not really
justified since states in the tail may have different
wave functions than do states in the parabolic por-
tion of the band. In addition, the states far deep in
the tail may have more localized wave functions
than do those in the upper part of the tail. These
differences will certainly affect the matrix element
and hence the recombination constant, but there
appears to be no quantitative results on heavily
doped crystals on which to base a better approxi-
mation than the one given in Eq. (5). The approxi-
mation resulting from using Eq. (5) for B’, should,
however, be a reasonable one for lasers with a
total loss oy, >50 em™ above 150 °K near the thresh-
old, since Ej, and Ej, are then located in the para-
bolic portion of the conduction band and the valence
band tail, respectively.

The optical model used in this calculation is valid
provided that the net hole concentration in the p
layer does not exceed 6x10'® cm™. This is because
the states perturbed by the impurities employ
the phase space provided by the unperturbed para-
bolic band states and the available phase space is
effectively exhausted at this indicated hole concen-
tration, as was pointed out by Dumke. * QOur net
hole concentrations are all below this limit.

B. Injection Current Density

In presenting our results, it is useful to give the
quantities of interest in terms of the current density
or the injected electron concentration. We shall use
both depending on whichever is more appropriate
even though they are related. For convenience and
for comparison with results calculated using other
models, we define a nominal current density J,,, as

Jyom=1.602X10B R, (8)
where
(R=f0°° Yegon (AV) d(hV)

is the total recombination rate. The quantity J,oq

is thus the current density which must flow to main-
tain the total recombination rate ® cm3/sec in a
layer of 1 p thick if the internal quantum efficiency
n is equal to 100%. Note that J,,, # BNP, where N
and P are the electron and hole concentrations, re-
spectively, since B'is energy dependent. If the p
region of the junction is nonuniform in impurity
distribution and the hole injection is small compared
to the electron injection, the total current density
flowing through the device is

J=[1.602x10% [ &)}/ tmy), )
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where d is the width of the p region and is equal to 2 " 300°K B THIS V\;ORK '
the junction depth of the diffused layer and x is the Na=6x10'® cri® — — — — STERN (REF.2)
distance measured from the junction toward the p 10f Np=3x10'® crr® T g?ggﬁ%‘g"?’) 7
region. In Eq. (7), 7, is the fraction of total elec- 5 —
trons actually taking part in the recombination, ; sl ) / \ |
since it is possible in a shallow junction that some = q-clmqg) A / \
electrons may reach the surface of the p layer be- § \/// < \
fore recombining with the holes in the p region. The Eer /S \ \, 7
quantity n7; can be expressed as g /, / \\\ \

n;=N (0)/[N(0) - N(@)], (8) > af / ; \ AN

@ ’ \

where N(0) and N(d) are the electron concentration %7 }/ / N N
at x=0 and x =d, respectively. The quantity N(d) Z 2 '/ /\ \\\ 3
can be calculated from the electron diffusion con- 4 ) g=120 cm® RN
stant in the p region. The threshold current density / ) !l ) . =
J; is defined as the current density required to main- =% 145 1.55
tain a given gain which is equal to the total loss of PHOTON ENERGY (eV)
the laser, taking into account the factor I" due to the FIG. 1. Spontaneous emission spectra at injection

incomplete confinement of the mode propagating
along the active layer?:

Jy=J/T. (9)

All the computations were performed on a CDC-
6600 computer. The integration grid is 0.5 meV
for calculating ¥, (%v), but 5 meV for calculating ®
because of the relatively smooth variation of
Yspon (AV) With hv.

C. Results and Discussion

We first show, in Fig. 1, as an example the
spontaneous emission spectra vy, (Av) calculated
for 300 °K at excitation levels corresponding to
g=100 cm™ and 120 cm™. For comparison, we
also plot the results of Lasher and Stern,® and Stern?
as calculated without band tails and with band tails
given by Kane's model. Each curve has been nor-
malized to its own ® and the arrow marks the
energy at which -« has its maximum. The differ-
ences in the peak position, the band shape, and the
bandwidth are apparent. If the band shift due to the
exchange and Coulomb interactions are neglected as
in the calculations of Lasher and Stern, and Stern,
the peak position of vy, (21) would be very close to
that calculated by Lasher and Stern. Our calcula-
tion thus shows that it is not the band tails, but the
carrier-carrier and carrier-impurity interactions
which effectively reduce the band gap and bring the
predicted peak energy smaller than the band-gap en-
ergy of the pure crystal. Thisis contrary to the case
of Stern’s calculation in which the lowering in peak
energy is solely due to band-tail effect. The fact
that Stern's curve occurs at lower energy and has
larger bandwidth reflects the long- and large-tail
density of states inherent in Kane’s theory, as was
pointed out in paper I. The slope of the low-energy
tail of our spectrum is somewhat in between those
obtained by Lasher and Stern, and Stern but the high-

levels required to maintain a gain of 100 and 120 cm~!

for recombination in a region with 3x10® donors and

6 %108 acceptors per cm®, The results obtained by other
workers using parabolic and Kane’s expressions for the
density of states are also plotted for comparison. All the
curves have been normalized to unit area. The arrows
mark the energies at which the negative absorption has
its peak.

energy tail decreases faster than both. Since the
low-energy tail is due to transitions involving states
with E<(m*/m¥)E,, we have BXB' and the slope
thus reflects the structure of our density of states
in the tails which lie in between Kane’s theory and
the parabolic function. On the other hand, B’< B
for E>(m*/m¥)E,, and hence our high-energy tail
decreases faster than those calculated with B.

In Fig. 2, we plot the dependence of gain g on
nominal current density J,,, for donor and acceptor
concentrations of Np=1x10'® cm™ and N, =4x10!®
cm™ for several temperatures below 300 °K. Also
plotted for comparison are the results of Lasher
and Stern, ® and Stern.? We see that, for a given
gain, our Jy,, is in between that obtained by Lasher
and Stern® and that obtained by Stern® for T<160 °K
but is smaller than both at 300 °’K. The calculated
results thus strongly depend on the density of states
and the recombination constant used. At low tem-
peratures (7<160 °K) and in the gain region of
£ < 200 cm™, most of the electrons populate the
states with energy less than (m*/m*)E,. In this
case, B'~B, the difference between our results
and those of other workers should be due mainly to
the difference in the density of states. Since our
density-of-states function lies somewhat in between
Kane’s expression and the parabolic function, our
results here clearly demonstrate the large effect of
band-tail structure on the g versus J relation. At
high temperatures (7>160 °K), more electrons are
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defined in Eq. (6) for recombination in a region with 1

%10 donors and 4 x10'% acceptors per cm®, The results

obtained by other workers are also plotted for compari-
son. b in the equation gcc me is equal to 1,65 at 77°K
and 3.7 at 300°K as compared to the respective experi-
mental values of 1.4 and 3. 1 given in Ref. 9.

in the high-energy (E.>(m*/mX*)E,) states, and the
current density J,,,, calculated with B’ should be
smaller than J,,, calculated with B. On the other
hand, since the region of negative absorption occurs
at hv < AE;, i.e., the transitions are mostly from
electron states below E;,, and Ej, is equal or
smaller than (m*/mZ)E,, the gain will not be appre-
ciably affected by replacing B by B". Therefore,
using B instead of B” at high temperatures will over-
estimate the current required to maintain a given
gain. The fact that our J,,, at 300 °K is smaller
than that obtained by Stern? indicates that the energy
dependence of B’ is more important than the effect
of the band tails on the calculated results at this
temperature.

An almost exact relation of the form gocd?, is
obtained at all temperatures below 300 °K for differ-
ent donor and acceptor concentrations, but with
compensation of Ny— Np=3%10' cm™, where b is a
constant ranging from about 1 at low temperatures
(7T<20 °K) to about 3 at 300 °K depending on the total
impurity concentration. In the past, it has been
suggested” that g varies linearly with current at all
temperatures. This was derived from the length
dependence of the threshold current using the
threshold equation’

JyB=(1/1) In(1/R)+ o= oy, (10)

where [ is the length of the laser, R is the reflec-
tivity of the mirror, a; is the internal loss of the
laser and B is the gain factor. In the analysis of
the experimental data, it has been assumed that

o, is length independent and a plot of J, against 1/1
then leads to the conclusion that go<J. Recent ex-
periments on the length dependence of the threshold
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and efficiency by Susaki® and Goodwin, ® however,
indicate that @; does depend on d, and a self-con-
sistent analysis of the experimental data shows
that g <J? indeed holds. ® Our value of b =1. 65 at
77°K and b =3.7 at 300 °K is in reasonable agree-
ment with Goodwin’s values of b =1.4 at 77 °K and
b=3.1 at 300 °K for lasers with Np=1x10' cm™.
Note that the log-log plot of Stern’s g versus Jy,
data above 160 °K is slightly nonlinear.

The temperature dependence of the excitation
required to reach a gain of 100 cm™ is shown in
Fig. 3. Results obtained by other workers are
also plotted for comparison. Unger’s curve® was
obtained using a parabolic density of states and an
active-region hole concentration determined from
the condition of maximum recombination rate. If
we used B instead of B’ in the calculation, our
curves would lie in between those obtained by
Stern, ? and Lasher and Stern, ® and Unger.® The
crossover of two curves with different dopings seen
in the calculations of Stern® and Unger® is also pre-
dicted in this calculation. The above two observa-
tions are also manifestations of the effect of band
tails.

The curves in Fig. 3 represent the temperature
dependence of the threshold current density for a
laser with a compensation of Ny— Np=3%x10'® cm™
in the active region and a total loss of a;=100 cm™
The calculations with B as the recombination con-
stant thus all show a nearly J, T° relationship re-
gardless of whether the band tails are included or
not. Our curve shows a less steep temperature

variation at high temperature since B’ is used in
4,10

the calculation. Previous calculations® ' were
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FIG. 3. Temperature dependence of the nominal current
density required to reach a gain of 100 cm™! for two com-
positions with Ny — Np=3%10!% em™,. Curves calculated
from other models are also shown for comparison.
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aimed at obtaining a strict 7° law in order to
account for the experimental observations. How-
ever, recent experiments!''!? show that an exponen-
tial law of the form J; «<e”™%0, where T, is a con-
stant, is even more frequently observed. As will
be seen in Sec. III, our results agree quantitatively
with this exponential behavior when the temperature
dependence of the total loss ¢; is taken into account.
It is interesting to note that the calculations with or
without band tails, but with no selection rule and
constant matrix element, all predict an approximate
T" relationship, where n is between 2 and 3, even
though the absolute values of the current densities
at a given temperature are different. Since, from
Eqs. (1) and (4), the temperature dependences
of ® and a(hv) are mainly determined by the tem-
perature variation of the Fermi levels, this similar
Jpom versus T for all calculations can be qualitative-
ly understood from the similar temperature depen-
dence of the Fermi levels shown in Fig. 4 of paper
I

III. COMPARISON WITH EXPERIMENTS

A. Experimental

The diodes were made by Zn diffusion into
3x10" cm™ Te-doped substrates from two differ-
ent ingots. The diffusion runs were performed at
800 °C for 3 h and a junction depth of 2.1 y was
obtained in each case. The diffusion source was
composed of a ratio of approximately Ga: As: Zn
=78.4:20: 1.6 by atomic fraction. The diffusion
profile was not measured directly, because of the
shallow nature of the junction. We computed the
diffusion profile, independently from the estimated
diffusion constant and the surface concentration, and
the profile gradient near the junction from capaci-
tance measurements. Since the precise diffusion
condition from this source at this temperature is
not known, the diffusion constant and the surface
concentration cannot be determined. However, one
can estimate these two parameters from the ex-
isting published works by extrapolation or inter-
polation. The arsenic pressure at 800 °C for this
composition is estimated by extrapolation to be
1x107° atm from Shih’s work. ** Since the Zn sur-
face concentration at this pressure and below is
not sensitive to the arsenic pressure, * we estimate
our surface concentration to be about 9x10'® cm™
from an extrapolation of the data of Chang!® and
Casey et al., 16 which is appropriate for diffusion
from a 2% Zn, Ga-Zn alloy source. The diffusion
coefficient at this surface concentration can be
assumed to be concentration independent!”'*® and
can thus be calculated from the known junction depth,
the substrate doping,and the surface concentration
by using a complementary error-function profile.
The value of D so determined is 2.35x107*% cm?/
sec. In Fig. 4, we plot the calculated profile
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FIG. 4. Acceptor distribution profiles in the p layer
for the lasers used in this study. The diffusion was
carried out at 800°C for 3 h from a source composed of
Ga:As:Zn=78.4:20: 1.6 (by atomic fraction) into a 3 x108
em™3 n-type GaAs substrate.

(open circles) using this D value and 9% 10'® cm™3
as the surface concentration. The crosses corre-
sponding to a diffusion constant of 3. 3x10™*% cm?/
sec are also plotted in order to demonstrate the
sensitivity of the profile to the diffusion constant.
The two profiles are seen to be very close except
near the junction. Also in Fig. 4, we plot (solid
curve) the linearly graded profile up to the surface,
with a gradient of 3X10%2 cm™ as determined from
the capacitance measurements. It is seen that the
estimated Zn distribution curves from different
measurements agree fairly well. For simplicity,
we shall use the linearly graded profile in the later
analysis.

The diffused slice was fabricated into laser
structures with stripe geometry contacts of dimen-
sions 13 p (width) X380 p (length) on the p layers. !°
The temperature dependence of the threshold cur-
rent was determined by mounting the laser on a
coldfinger immersed in liquid nitrogen. The lasers
were excited by a 150x107° sec pulse with a repeti-
tion rate of 50 pulses per sec, to avoid heating up
the diode. Since the pulse length is much longer
than the total lifetime of the electrons, we can re-
gard the excitation as a steady-state case during
each pulse. The temperature range was from 80
to 300 °K. The threshold current was taken as the
value at which a sudden burst of light could be seen
from a snooper scope.

The laser loss o, was determined by Dyment of
this laboratory® to be ;=25 cm™ at 80 °K and
;=120 cm™ at 300 °K. The variation of o; with
temperatures in between is assumed exponential
as shown in the lower part of Fig. 5. The uncer-
tainty in the calculated threshold current resulting
from this assumption is less than 10% since for
T>%7°K, b in the relation g« J?  is greater than
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1.5 and a change in g or @ yields a smaller change
in Joom -

In the spontaneous emission-spectra measure-
ments, the laser was mounted with # side down on
a conventional diode header as shown in Fig. 6 (a).
Light emitted from one side of the Fabry-Perot res-
onator was detected with a Spex-II spectrometer
equipped with a type S-1 cathode photomultiplier. a
The other side of the resonator was coated with a
layer of black wax to reduce the portion of the sig-
nal due to multiple reflection between two mirrors.
The light originating from the p layer and passing
through the n layer was either blocked by the diode
header or was outside of the detection angle, due to
refraction, and was not detected. For the detected
signal, it is therefore sufficient to analyze the light
entirely coming out from the p region. The lasers
were also excited with the same pulse rate and
pulse duration as used for the threshold-current
measurement. The output of the sampling scope
was directly recorded to obtain the spectra. A
Tektronix- FET probe was used to match the imped-
ances between the output of the photomultiplier and
the input of the scope to improve the signal-to-
noise ratio. The final spectra were all corrected
for the instrument transmission and photomultiplier
response.
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FIG. 5. Comparison of the calculated and experimental

temperature dependence of the threshold current. 7 is
taken from Ref. 23. «; is the measured loss of the lasers
defined in Eq. (10). The laser length is 380 uma.
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FIG. 6. (a) The schematic diagram for the laser mount-
ing used in the superradiance spectra measurements.
(b) The schematic diagram used to analyzing the detected
light emerging from one side of the Fabry-Perot resonator.

B. Results and Discussions of Comparison

1. Temperature Dependence of Thveshold Curvent

Since the diffusion profile is nonuniform, the
precise total injection current can only be calculated
by solving a diffusion equation with a spatial and
concentration-dependent diffusion constant for the
electron distribution. This is a rather complicated
problem and can not be solved by simple means.
Consequently, we shall make the following assump-
tions. We divide the p region into small subre-
gions with width /,. In each subregion, the impurity
concentration is assumed to be constant and is
taken as the average impurity concentration in this
subregion. The electron distribution in each sub-
region is assumed to be of the form

Ny (6 = ily) =N (il,) e 10 Riey. (11)

where 7 is some running index and the subscript
denotes the number of the subregion. Thus, N,(x)
which corresponds to i =0 refers to the electron
concentration at ¥ from the junction in the first
subregion next to the junction plane. The diffusion
length L,,, is calculated using the average impurity
concentration appropriate for the subregion (¢ +1).
Since Ly,; = (Dy,17,1)"% and 7,;=1N,,/Ry,1, the prob-
lem of evaluating L,,, reduces to the calculation of
D;,, for a givenn. The diffusion constant D,,, is
calculated from the product of the electron mobility
and the carrier diffusion energy defined by Stern. 2
The mobility is obtained by combining the polar
mobility and the mobility due to impurity scattering
in the relaxation-time approximation, which should
be a reasonable one at high impurity concentration. %
We calculate the mobility due to impurity scattering
from a generalized Brooks-Herring-Dingle formula
and a quantum correction given by Moore, % both of
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which can be expressed in terms of carrier screen-
ing length. Thus, givenn, L;,; can be determined
from our previously calculated data without intro-
ducing other parameters. Three subregions will
be used in the present calculation. It turns out that
more subregions essentially yield the same result
since in all cases L;,; >1,.

As the applied forward bias is increased, N,(0)
increases. The lasing threshold will be reached
at a certain N,(0) which gives a value of some
Ny, (x —il,) required to maintain a gain equal to the
total loss of the laser. From Egs. (7) and (9), we

obtain
1.602x10°2), &
J =\
t( o] )zliaam. 12)

In the upper part of Fig. 5, we plot (solid curve)
the calculated J; as a function of temperature using
I'=1; we also plot (middle part of Fig. 5) a tem-
perature dependence of 1 taken from Pilkuhn and
Rupprecht. 2 The use of I'=1 should be reasonable
since our lasers were fabricated with a shallow
junction and an optimum strip width?® and we ex-
pect to have a better mode confinement than an
ordinary laser whose T is about 0.9.2 The experi-
mental values are also plotted as open circles and
open triangles for comparison. It is seen that the
agreement is reasonably good considering that
there are so many quantities and steps involved in
the calculation. This result indicates that a number
of assumptions made in the calculation may not be
too critical. It also shows for the first time a cal-
culated near-exponential temperature dependence
of the threshold current. Using the approximation
of Eq. (11), we found that the lasing occurs almost
simultaneously in subregions 1 and 2 at 300 °K if
we assume they have the same o;. This gives an
active region of about 1.5 p. The same argument
shows that the active-region width is about 1 p at
80 °K. Both of these two values are also in good
agreement with experiment. "?® We noted that the
use of Ny— Np=3%10'"® cm™, in paper I and in Sec. II
of this paper, as the average compensation in the
active region is more or less justified, even though
a value of Ny— Np=2x%10'® cm™ would have been
more appropriate.

2. Spontaneous Emission Spectra

Here, we wish to compare the calculated sponta-
neous band shape and the relative change of the
emission intensity with the injection current with
the experimental ones. This calculation is very
useful in supporting our calculated densities of
state, since the low-energy side of the spectra
should reflect the structure of the state density
functions. Because the recombination occurs in-
ternally in the laser, the reabsorption is important
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in determining the observed band shape. We refer
to Fig. 6 (b) for the analysis of light propagating
through the p layer. We take X as the axis perpen-
dicular to the junction plane and Y as the axis on
the junction plane, perpendicular to the mirrors.
The detection angle is determined by the size of

the lens on the far left-hand side (not shown) and

is equal to half of the solid angle generated by an
angle of 12.5° (the other half is blocked by the
diode header). The light emerging from the mirror
at y =0 will be detected if the angle of refraction is
equal to or smaller than 12.5°, Take, for example,
a point ¥ on the Y axis as the point where the re-
combination takes place. The light within the half
solid angle generated by 6 will be detected if 6 is
satisfied by either one or both of the two conditions:

sin12.5°/sinf<n=3.6 (13)

and
tanf<d/y=2.1/y. (14)

Denoting ¥, the solution of Eqs. (13) and (14), we
find yo=nd/sin12.5°= 36 u. For y <y, Eq. (13)
has to be satisfied. For y >y, the value of 6§ has to
satisfy Eq. (14). We note that Eqs. (13) and (14)
both imply x <y for all y. Since the contributions
from recombination radiation at different points are
incoherent, they are additive. Thus, the total de-
tected light I(kv, x = 0) due to recombinations at all

points along y axis is
1-R i 1\/ 7%\ o
I(hw, x=0) ==~ T[fo Y(hv,x=0)<a %2 )¢ *dy

! 1 dez -ty
f o (2]

(15)

where T is the transmittance of the light across the
boundary between two media with different refrac-
tion indices and is nearly independent of 6 for

x <y, % R is the reflectivity of the mirror,

w?= 9% (sin12.5°/n), and o’= a(hv)+ @, is the effec-
tive absorption constant of the medium. Since x <y,
and a(kv) is not a very sensitive function of x (see,
for example, Fig. 7), we may take the absorption
constant « in Eq. (15) as a=a(hv,x=0). Further-
more, since d is much smaller than the distance be-
tween the lens and the laser, the detected light orig-
inating from planes at x #0 in the p layer is the same
as Eq. (15). The total detected light I(hv) is then
given by the superpositions of Eq. (15) for different
x’

2
I(hv) =§0 Ly (), (16)

where I;,, (hv) is given by Eq. (15) with appropriate
values of v(hv) and a(kv) for the i + 1 subregion.



2 PROPERTIES OF SPONTANEOUS AND STIMULATED ... II.

The results calculated from Egs. (15) and (16)
are compared with experimental ones taken near
the threshold at 300 °K. It is appropriate to com-
pare our results with the high-bias data for the
following reasons. First, it has been shown?®? that
at low temperatures (<77 °K) appreciable radiative
tunneling can persist up to a very high bias close to
the built-in voltage of the diode. Second, apprecia-
ble tunneling exists at 255 °K when the forward
bias is low. %" It is thus clear that the spontaneous-
emission spectrum, particularly the low-energy
side of the band, at low or at high temperatures and
low bias will not give information on the structure
of the density of states in the active region. We
therefore use 300 °K superradiance spectra in or-
der to minimize the contribution from the radiative
tunneling. In Fig. 8, we plot the calculated spon-
taneous spectra in the vicinity of the threshold, as
indicated by the parameter » which denotes the
ratio of the current density to the threshold-current
density:

2 2
v =izé (Rm/g (®i41) o) - KO > (1m)

where N(0) =N,(0) means that the ®’s are evaluated
at the value of N(0) which would make the diode lase
if one side of the diode were not coated with the
black wax. The experimental spectra are also
plotted as points for comparison. It is seen that,
except for the peak positions of the spectra, the
calculated and experimental data show good agree-
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FIG. 7. The absorption and gain spectra at the lasing
threshold at 300 °K in the p layer for a diffused junction
laser with 3% 10! substrate doping.
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FIG. 8. Comparison of the calculated and experimental
superradiance spectra at 300 °K for a diffused junction
laser with 3% 108 cm-? substrate doping. The injection
level is denoted by » which is defined as the ratio of the
injection current to the threshold current.

ment both in the band shape and in the change of
intensity with the injection current. The disagree-
ment in the peak position, which is about 5 meV in
this case, reflects the uncertainty in the band-gap
energy as discussed in paper I. However, the
change of 5 meV in energy yields less than 5% er-
ror in the calculated absorption constant.

The good agreement between the calculated and
experimental spectra adds support to our conclusion
of a negligibly small conduction band tail. Conse-
quently, the shape of the low-energy side of the
electroluminescence band at high-forward bias
should be largely a measure of the valence band tail
in the active region rather than the conduction band
tail, as assumed in most of the previous work.

IV. SUMMARY OF PAPER 1 AND PAPER I

The temperature dependence of the threshold
current and the superradiance spectra have been
calculated for a GaAs junction laser by computing
the spontaneous and stimulated spectral functions.
These require a knowledge of the density of states
and the matrix element for the optical transitions.
The form of the density of states adopted consists
of a tail part, given by Halperin and Lax, and an
ordinary effective-mass parabolic band. The use
of the unperturbed parabolic band is justified since
calculations using perturbation techniques show
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negligible distortion of the band in this region. The
parameters associated with the densities of states
are then determined self-consistently. It is found
that in the active region of a typcial GaAs junction
laser the conduction band tail is negligibly small
compared with the valence band tail. This observa-
tion is contrary to both the generally accepted as-
sumption and Stern’s calculation, using Kane’s
density of states of a long and reasonable large
conduction band tail. On the basis of the present
calculation, it is concluded that the electron quasi-
Fermi level at threshold for a typical laser, at
temperature above 77 °K, should be in the parabolic
portion of the band, and that the frequent assumption
for the location of the electron quasi-Fermi level
in the conduction band tail is not justified.

The self-consistent densities of states are then
used to calculate the spontaneous and stimulated
absorption spectral functions by using an optical
model with an energy-dependent matrix element
and no selection rule for the radiative transitions.
This matrix element is that which is appropriate
for the average conduction band to acceptor level
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transitions; and it should be a reasonable one to
use, since our conduction band tail is negligibly
small, and most of the hole population is in the
energy range close to the acceptor ionization energy.
Our calculated general properties of the spontaneous
and stimulated emission are different from that
obtained by using a parabolic or Kane’s density of
states. The calculations on the temperature de-
pendence of the threshold current and the superra-
diance spectra have been applied to diffused GaAs
diodes with substrate doping of 3x10%*® cm™ | by
taking into account the temperature dependence of
the cavity loss and the nonuniform distribution of
the acceptors. Detailed comparison with experi-
mental data have been made and good quantitative
agreements are found.
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